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Introduction
In this project, we installed ScaleMP’s vSMP Foundation Software on a IBM x3850 X5 server cluster and setup a virtual SMP machine with a terabyte shared-memory footprint. We have conducted a sequence
of benchmark tests that are related to the LANL Data Intensive Super Computing (DISC) project and expect that the vSMP system will be well-suited for large memory problems. Below are the Graph 500 and
p STREAM Memory benchmark results from the installed system.
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